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Research objectives: --(max 10 rows)

Foundation Models (FMs) are NLP models trained on very large corpora that generalize to new tasks with minimal (or even without) finetuning. FMs can be employed beyond NLP and exploited to automate data preparation tasks on semi-/structured (e.g., entity matching, schema alignment, missing value imputation). Yet, differently from common NLP tasks, FMs struggle with data preparation tasks. This because most of the time structured and semi-structured comes with very little context (no documentation and minimal meta-data), a mix of numerical and textual attributes (FMs can handle only the latter), and very domain specific (requiring a judicious finetuning). The goal of this research is to overcome these issues and to study algorithms and techniques to democratize data preparation tasks via FMs.
Proposed research activity -- (max 10 rows)

Expected activities (not limited to):
· Overview on Foundation Models (BERT, GPT-3, etc.). 

· Overview on data preparation tasks (entity matching, missing value imputation, transformation by example, etc.)
· Sturdy how to apply Foundation Models to tabular data

· Sturdy how to finetune Foundation Models on enterprise text corpora to support data preparation tasks on tabular data.
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